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Rising demand

AI has emerged as a strategic 
imperative to drive new efficiencies and 
enhance productivity to create massive 
new value. 

Steadily climbing AI 
budgets

A vast majority of IT departments are 
allocating consistently more resources 
to support adoption initiatives.

Established use cases

AI is driving meaningful results across a 
growing number of proven enterprise 
use cases. 

Source: Gartner CEO Insight Report (March 2024)Source: IEEE Spectrum (April 2024) Source: CompTIA 2024 IT Industry Outlook

The AI era is here
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… And so is unbounded risk
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Regulators are stepping in.
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The state of AI regulation
● AI is entering a new phase of maturity, 

underpinned by new regulations

● Historical parallel: regulation spurred 
automotive innovation 

● EU AI Act as a global template: AI’s 
“GDPR moment” has arrived
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Definition, law and regulation
“An AI system is a machine-based system that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments.”

- OECD / EU AI Act
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Regulation is not an abstract; numerous bodies are already 
enforcing existing regulations around AI misuse/abuse



Global Regulation

Key actors shaping 
global AI regulations

● UN
● Treaty – Council 

of Europe
● OECD
● GPAI
● WEF
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Global AI
regulation

Key actors influencing 
global regulations & 

frameworks



● Current LLM challenges

○ 2M GPT users; disproportionate 
global representation 

○ 3B are unconnected

○ Connected communities who 
don’t produce much data

○ Global North Women and persons 
of colour
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Addressing AI’s data gap
Good decisions need good data



Bias 

Fairness 

Security reliability & robustness 

Privacy 

Explainability / transparency

What is Responsible AI?
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Human agency

Accountability

Lawfulness

Sustainability

Safety

The world agrees on what is responsibility 
but not on how we get there



South America
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● Argentina
● Brazil
● Chile

● Colombia
● Peru



Asia and Oceania

● Australia
● Bangladesh
● China
● India
● Indonesia
● Japan
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● Mauritius
● New Zealand
● Singapore
● South Korea 
● Taiwan



MENA

● Egypt
● Israel
● Saudi Arabia
● UAE
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North America

● Air Canada/ Getty/Open AI
● Indemnity statements from big tech firms
● Biden Executive Order 
● Consumer Protections for Interactions with 

Artificial Intelligence (CO)
○ Goes into effect 2/1/26

● NIST Framework and arising from the EO
● AIDA of Canada
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EU and UK

● UK – CMA and existing laws
● EU AI ACT
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Risk levels
● Unacceptable
● High
● Limited
● Minimal (no risk)

15Establishing AI Governance to Meet Compliance Challenges



Product liability

● AI Liability Directive
● Product Liability Directive
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Timeline for implementation starts 10 June 2024

●

●
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Codes of practice must be ready 9 months after entry into force according to Article 56

JUNE 2024
6 months – prohibitions on 
unacceptable risk AI will apply 
(Chapters 1 & 2)

12 months - notifying authorities, 
general purpose AI models, governance 
confidentiality and penalties will apply 
(Chapters 3 s4 and 7 and 12 & Article 
78). Exception of Article 101 for GPAI 
providers

DECEMBER 2024

24 months  – remainder of the AI Act 
will apply, except; 

JUNE 2026

36 months – Article 6 (1) and 
the corresponding 
obligations in this regulation 
will apply 

JUNE 2027



Some examples
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HR

EEOC

Colorado

EU

Sometimes bias is 
necessary (Hardoon et al)
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Chatbots

FDA

Radiology

And more…

Healthcare

Chatbots

Loans

Financial analysis

And more… 

Banking /
Financial Services



Deepfakes
● C2PA unifies the efforts of the 

Adobe-led Content Authenticity 
Initiative (CAI) which focuses on 
systems to provide context and history 
for digital media, and Project Origin, a 
Microsoft- and BBC-led initiative that 
tackles disinformation in the digital 
news ecosystem

● What does it mean for business and 
how to spot it (HK and CEO WPP)

● Australia – Revenge porn, deepfakes 
and child abuse. UK Online Harms Act
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https://contentauthenticity.org/
https://contentauthenticity.org/
https://www.originproject.info/


Establishing trust with 
vulnerable users
● Children – smart toys

● Older adults
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3 key takeaways on regulation
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AI regulations: not an abstract possibility; a 
concrete reality

Every org. needs an AI governance strategy

When thinking about governance, don’t 
overlook the need for a) multi-party access; 
and b) independent certification

1
2
3



A New Framework 
for AI Risk Management
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Explainability
Easy to understand, 
to be able to 
interpret results and 
the training sets. 

Fairness
Equitably, context of 
the results, equity, 
and societal 
safeguards. 

Transparency
How the AI models 
were built, the 
datasets, and 
accountability. 

Data Privacy
Safeguard data 
security and integrity. 
Prove model’s dataset 
lineage.

Adversarial 
Robustness
Was something 
tampered with and how 
did it affect results. 

To trust AI, you need
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Training data opacity

Data privacy / confidentiality concerns

Unintended consequences of model 
output

Lack of auditability of model data

Failure to comply with the EU AI Act can result in significant fines 
of €35m+. It comes into effect this year  

The EU AI Act employs a risk-based approach to regulate AI 
systems based on their level of risk:

Companies need clarity, regulators demand action

Prohibited
AI practices

High risk
AI systems

Transparency
obligations

No 
obligations

Unacceptable
risk

High
risk

Limited
risk

Low and 
minimal

Key AI risk vectors
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In today’s turbulent 
environment, the 
need to take on risk 
with confidence 
is greater than 
ever before.

90% 79% 77%
of compliance leaders 
expect evolving business, 
regulatory, and customer 
demands to increase 
compliance-related 
operating costs by up to 
30%.1

of organizations report 
that keeping up with the 
speed of digital and other 
transformations   is a 
significant risk 
management challenge.2

of organizations 
recognize the need to 
upgrade their Third-Party 
Risk Management 
operating model.3

Risk Is Everyone’s Business
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Casper Labs & IBM are 
advancing AI governance
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Problem: 
Enterprises lack effective governance 
tools that can reign in uncontrollable 
AI and increase transparency and 
auditability of AI systems. 

Solution: 
Casper Labs is developing a 
comprehensive governance solution 
that delivers a highly secure datastore 
for managing, monitoring and sharing AI 
data. 

Tamper-Proof

Fully Auditable

Version Control

Hybrid Functionality

Multi-Party Attestation
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Data warehouse Data lake

60+ native connectors 
to ingest data

Native connectors to 
AI model providers

Securely manage and govern AI in action

Any Cloud and/or On-Premise

watsonx.governance

Prove AI

Red Hat OpenShift

Multi-Party Access 
& Validation
(internal/external)

© 2018-2024
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Better together: an End-to-End AI + Data 
Governance Platform 

3rd party databases

and many more…
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AI governance is complicated

Governance is not          
a one-size-fits-all 
approach.

The lack of tools for 
collaboration and 
communication 
impacts stakeholder 
management

AI governance 
collaboration 
requires lots of 
manual work; 
amplified by changes 
in data and model 
versions.

Companies have 
models in multiple 
tools, applications and 
platforms, developed 
inside and outside the 
organization
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- Risk assessment
- Governance workflows
- Dashboards
- Model metadata
- Monitoring metrics

Your governance 
solution needs adjusts to 
your specific situation:

- Use Case
- Industry
- Geography
- Company
- Technology used

Risks and governance 
requirements 
differ by:

AI
governance

Given the 
rapidly-
increasing 
regulation of  
AI, it’s 
critically 
important that 
any 
governance 
solution can 
manage risk 
across the 
enterprise



watsonx.governance
Accelerate responsible, 
transparent, and explainable
AI workflows

One unified, integrated 
AI governance platform 
to govern generative AI 
and predictive machine 
learning (ML)

Compliance
Manage AI to meet 
upcoming safety 
and transparency 
regulations and 
policies worldwide—a 
“nutrition label” for AI

Lifecycle Governance
Manage, monitor and 
govern AI models from 
IBM, open-source 
communities and other 
model providers

Risk
Proactively detect and 
mitigate risk, 
monitoring for fairness, 
bias, drift, and new LLM 
metrics

Comprehensive
Govern the end-to-end AI 
lifecycle with metadata 
capture at each stage 

Open Platform, Open 
Capabilities 
Support an OpenShift platform 
with governance of models 
built and deployed in 3rd party 
tools. 

Automated
with automatic documentation 
and model evaluation

Confidential IBM Consulting 2024
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Compliance: satisfy AI 
regulations

Lifecycle governance: 
operationalize AI with 
confidence

Trust: manage risk and protect 
reputation
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- Translate external AI regulations into 
enforceable policies for automated 
enforcement. 

- Provide core services to help adhere to 
external AI regulations for audit and 
compliance

- Use factsheets for transparent
model processes

- Manage by exception when key metrics
are breached

- Identify, manage and report on risk and 
compliance at scale

- Provide explainable model results in support 
of audits and to avoid fines

- Monitor, catalog, and govern models across 
the AI lifecycle

- Automate the capture of model metadata for 
to facilitate management and compliance

- Oversee model performance across the entire 
organization with dynamic dashboards and 
dimensional reporting

Confidential IBM Consulting 2024

Respond to the growing and changing AI regulation



A toolkit for AI governance

• Govern generative AI and 
traditional ML models across 
the entire AI lifecycle 

• Automate and consolidate multiple 
tools, applications & platforms 
while documenting the origin of 
data sets, models meta data, and 
pipelines

• Manage risk and protect reputation 
by automating workflows to better 
detect fairness, bias, and drift

• Improve adherence to AI 
regulations, such as the proposed 
EU AI Act, and  internal compliance 
standards

Pre-deployment 
model 
evaluation

Capture training 
meta-data

Model inventory
(capture model facts 

throughout the lifecycle) 

Evaluation and monitoring
(accuracy, drift, bias, 

explainability)

Model risk governance
(workflows, dashboards, 
incident management)

Capture model 
performance 

meta-data

Deploy approved 
model

Sync model 
status and 
metadata

Post-deployme
nt model 
monitoring

Capture 
deployment 
meta-data

Build
(IBM, AWS, MS, Other)

Deploy
(IBM, AWS, MS, Other)

watsonx.governance 
Trusted: Accelerate responsible, transparent, and explainable AI workflows

What IBM offers



Manage lifecycle and risk
Simplify data governance, risk management and regulatory compliance

Fully-customizable dashboards for model status across the entire 
enterprise

A highly scalable, AI-powered, and unified GRC platform



Manage lifecycle and risk
Fully customize approval workflows and notifications to foster 
collaboration between data science teams, AI developers, and business 
stakeholders

Automatically updated with data from Factsheets and OpenScale, 
reducing manual labor for regulatory compliance and improving 
time-to-value for 
AI projects
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Prove AI: a new standard for AI governance

Key differentiators beyond IBM watsonx and other platforms 

Version Control 
Automation

Multi-Party Access and 
Accountability

Tamper-proof 
Auditability

A next generation secure synchronous data + AI governance platform
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De-risking AI; enabling companies 
to build with confidence 

Designed with interoperability at its core. 
Any cloud, any model, any data.  

Built on a highly secure and controlled 
environment.

Open

Private

Secure

Impenetrable version management with 
enhanced data management.

Auditable Delivers real time, tamperproof audit trail 
of data inputs and model contexts.

© 2018-2024
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Hybrid Blockchain Integration 

Audit History

Third Party Attestation

Data Registration (automated + IBM …)

Prompt Playground 

Issue Resolution

Version Control & Rollback 

Prove AI Frontend GUI 

Prove AI at a glance

Data Pipeline

Deploy

AI Model Selection

Train/Tune Model

Integrate

Evaluate

M
on

ito
r &

 M
an

ag
e 

Model Registration (automated + IBM …)

A tamper-proof, serialized, and 
automated immutable source of 
truth for AI systems with built-in 
secure 3rd party access, 
assessment, and attestation.

Prove AI
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• Tamper-proof, serialized, & automated 
secure datastore

• Multi party AI model 360-view & 
validation of results

• Enhanced AI data security & data 
provenance insights

• Dynamic hybrid enterprise blockchain 
backend

Challenges

• End customer food distributors’ 
assurance of inspection & results

• More accurate detection

• Certifiable trust of AI model 
performance & detection

• Drastically lowered packaged goods 
detection overhead costs

ImpactWhy Prove AI

Trusted assurance for AI-enabled packaged food safety inspection with verified results

• Complex, highly variable food safety 
quality across production

• Trust of computer-vision powered 
detection of metal, plastic, glass, etc. 
in packaged foods

• Variable results due to calibrations

• Certified inspection of results that is 
secure, auditable, & timestamped 

watsonx.governance
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Case Study: AI-powered food inspection
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Proprietary and Confidential

Q&A
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Become a prove ai 
design partner
casperlabs.io



Thank you!

casperlabs.io


